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After the release of several Al literacy guidelines, the rapid rise and widespread adoption of generative Al-such as ChatGPT, Dall-E,
and Deepseek-have transformed our lives. Unlike traditional AI algorithms (e.g., convolutional neural networks, semantic networks,
classifiers) captured in existing Al literacy frameworks, generative Al exhibits distinct and more nuanced characteristics. However,
a lack of robust generative Al literacy is hindering individuals’ ability to evaluate critically and use these models effectively and
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aspects: (1) Guidelines for Generative Al Tool Selection and Prompting, (2) Guidelines for Understanding Interaction with Generative
Al (3) Guidelines for Understanding Interaction with Generative Al, and (4) Guidelines for High-Level Understanding of Generative
Al These guidelines aim to support schools, companies, educators, and organizations in developing frameworks that empower their

members—such as students, employees, and stakeholders—to use generative Al in an efficient, ethical, and informed way.
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1 INTRODUCTION

Since the release of the “Five Big Ideas in AI” by the AI4K12 organization in 2019 [108], followed by Al literacy com-
petency frameworks proposed by Long & Magerko in 2020 [63] and Ng et al. in 2021 [77], the field of artificial in-
telligence has undergone significant transformation. A key development has been the rise of generative Al, which
has gained widespread popularity in recent years. Tools like ChatGPT ! and Dall-E 2 gained worldwide popularity
in early 2023, sparking a surge in applications such as Copilot 3 and Deepseek 4. Unlike traditional Al algorithms
like decision trees, semantic networks, and convolutional neural networks (CNNs) captured in existing widely ac-
cepted Al literacy guidelines, generative Al exhibits distinct and more specialized characteristics. For instance, it has
!ChatGPT: https://chatgpt.com/

Dall-E https://openai.com/index/dall-e-3/

3Copilot: https://copilot.microsoft.com/
“4Deepseek: https://www.deepseek.com/
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2 Zhang & Magerko

demonstrated advanced multilingual comprehension capabilities [1] and achieved human-level performance on cogni-
tive aptitude tests—including General Language Understanding Evaluation (GLUE) and Stanford Question Answering
Dataset (SQuAD) [94]. However, these impressive human/superhuman capabilities often lead users to overestimate the
intelligence of generative Al systems, a phenomenon known as “Eliza effect” [34]. This term refers to the tendency to
attribute greater intelligence to responsive computer programs than they actually possess [104]. Such overconfidence
in generative AI’s abilities has resulted in widespread misconceptions about its limitations [51, 55]. These misunder-
standings can have far-reaching consequences across various domains. For instance, they can erode professionalism
in the workplace [75], compromise integrity in academic settings such as scientific writing [2], and even result in fatal
outcomes for both adults [120] and minors [8].

The unique characteristics of generative Al-differentiating from general Al models—and the potential harms it can
cause due to public misconceptions highlight the need for specialized Al literacy guidelines tailored to generative
Al Unlike AT algorithms like decision trees that discriminate and classify (e.g., spam filters) and convolutional neu-
ral networks (CNNs) that produce deterministic results (e.g., speech-to-text generators), mainstream large-pretrained
generative models often rely on advanced transformer architectures [114]. These architectures introduce a high de-
gree of non-determinism and variability in their outputs. However, existing Al literacy guidelines fail to address these
specificities, as they primarily focus on non-generative Al systems.

Current literature on “generative Al literacy” is limited but growing. Examples include twelve defining competencies
for generative Al literacy [6], four generative Al literacy dimensions including “knowledge”, “application”, “evaluation”
and “ethics” [88], The Generative Al Literacy Assessment Test (GLAT) [49], and workshops aimed at educating students
on the use of generative AI[102]. While the twelve competencies outlined in [6] provide a high-level framework (e.g., “3.
Knowledge of the capabilities and limitations of generative Al tools”), our work consolidates these ideas into actionable
guidelines for policymakers and educators to design effective learning interventions. Our framework focuses on four
key aspects of using generative models: (1) Guidelines for Generative Al Tool Selection and Prompting, (2) Guidelines
for Understanding Interaction with Generative Al (3) Guidelines for Understanding Interaction with Generative Al
and (4) Guidelines for High-Level Understanding of Generative Al By providing practical guidelines for understanding
and interacting with generative Al, this work aims to bridge the gap between its rapid technological advancements

and the public’s ability to use it responsibly, critically, and effectively.

2 DEFINING GENERATIVE Al LITERACY

What is generative AL Generative Al refers to computational techniques that are capable of generating seemingly
new, meaningful content such as text, images, or audio—from training data [36]. Similarly, Muller et al. describe genera-
tive Al systems as those that produce novel and creative content, including images, texts, music, video, code, and other
forms of design [74]. Beyond these definitions, David Foster’s book provides a more comprehensive visualization of the
history of generative Al categorizing its development and highlighting representative products up to early 2023 [38].
Foster identifies six main categories of generative Al: (1) Variational Autoencoder (VAE) (e.g. [95]), (2) Generative Ad-
versarial Network (GAN) [41], (3) Autoregressive/Transformer [114], (4) Normalizing Flow, (5) Energy-Based/Diffusion
Model and (6) Multimodal Model (e.g. DALL-E 5). After the birth of AI systems in the 1950s [44], generative Al like VAE

and GAN models gained prominence in the 2010s, particularly in image generation tasks. However, the introduction

SDall-E: https://openai.com/index/dall-e-3/
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of the Transformer architecture in 2017 [114] marked a new turning point, leading to the development of ChatGPT
(GPT stands for “Generative Pre-training Transformer”) and sparking a global surge in generative Al applications.

To define generative Al literacy guidelines, we conducted an exploratory review of existing literature. Given the
rapidly evolving nature of generative Al, we anticipate that future researchers will expand upon this work to develop
more refined guidelines. This framework serves as an initial step toward developing more comprehensive resources
for educators, policymakers, and researchers to design learning interventions, such as curricula, workshops, and other

tools, aimed at improving public understanding of generative Al. We define generative Al literacy as:

A set of guidelines for designing learning interventions aimed at enhancing users’ understanding of
generative Al, enabling them to interact with it effectively, responsibly, and critically. These guidelines
are intended to assist educators, schools, companies, and organizations in developing frameworks that
empower their members, such as students, employees, and stakeholders, to use generative Al in ethical

and informed ways.

The most widely utilized form of generative Al is the generative language model, commonly referred to as large
language models (LLMs) or large, pre-trained language models (PLMs) [71]. While generative Al broadly includes
applications such as video generation [57], image generation [61], design generation [122], and code generation [103].
Our guidelines primarily focus on text-to-text generative models. These models are the most widely used and studied,

though many of the guidelines can also apply to other types of generative Al systems.

3 METHOD

While systematic literature reviews are commonly used to identify practices in well-established research fields, genera-
tive Al literacy is a nascent research area with limited coverage in existing literature. To address this gap, we employed
a scoping study to systematically gather and develop a comprehensive set of guidelines. The scoping study is “an ap-
proach to reviewing the literature which to date has received little attention in the research methods literature” [7], and
it has previously been adopted in defining Al literacy competency [63]. Differentiating from a systematic review that
aims at “searching for particular study designs,” the goal of scoping studies is to have “in-depth and broad results” [7],
ensuring a comprehensive coverage of existing literature.

In this active searching process, guided by our definition of generative Al literacy, we formulated two key selection
criteria to direct our search: (1) Is this knowledge essential for generative Al users with a non-technical background? (2)
Will including this in the guideline help learners interact with generative Al more effectively, ethically, and responsibly?

In the search process, we began by querying the ACM library, the Springer library, and Google Scholar using the key-
words such as “generative Al literacy”, “generative Al characteristics”, and “generative artificial intelligence literacy”.
However, the preliminary search only yielded a limited set of literature. Thus, we expanded our search to include both
peer-reviewed articles and grey literature (e.g., government reports, policy documents, and working papers) while in-
corporating additional keywords including “generative AI”, “ChatGPT”, “LLM”, “foundational models”, “guideline”, and
“use wisely”. To enhance the comprehensiveness of our search, we incorporated two Al-empowered academic search
tools-Semantic Scholar  and Elicit . These tools enabled us to identify literature that was semantically relevant but
did not necessarily include those keywords in their titles. For example, the book Generative Artificial Intelligence: What

Everyone Needs to Know, which provides guidelines for generative Al users, was discovered through semantic search,

Semantic Scholar: https://www.semanticscholar.org/
"Elicit: https://elicit.com/
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4 Zhang & Magerko

Table 1. Literature reviewed by venue type

Conference papers 19
Journal papers 26
Books 4

Other grey literature | 43

and it did not appear in keyword-based queries [52]. Additionally, we incorporated snowball sampling, a technique rec-
ommended in scoping study processes [7]-by examining the bibliographies of relevant studies to identify additional
sources [91]. This approach allowed us to gather a diverse range of materials, including peer-reviewed, generative
AT use guidelines from accredited university libraries [47, 59, 81, 82], international non-profit organizations like UN-
ESCO [110] and Counsel for European Union [21], and public-facing course from globally recognized leader in Al [76].
This initial search and subsequent refinement resulted in a draft set of guidelines, with each item supported by at least
one relevant literature.

Following the initial search, the first author conducted an exploratory reading process that involved reviewing
the abstracts and skimming the contents of the collected literature. For relevant sections, the first author conducted
a thorough reading and labeled each literature according to the draft guideline items. Throughout this process, the
first author consulted the second author for professional input and advice. This involves adding, consolidating, or
removing draft guideline items. Additionally, they searched for relevant literature to support and refine the guidelines
until reaching a literature saturation. In total, we reviewed 92 literature and developed a set of 12 guidelines, with
each literature supporting at least one guideline item. The Table 1 listed the categories of literature reviewed. For
consistency and to emphasize the educational focus of the guidelines, we use the term “learners” throughout the paper

to refer to users of generative AL

4 GUIDELINES FOR GENERATIVE Al TOOL SELECTION AND PROMPTING

e G1: Learners need to carefully determine whether they should use, and which generative Al tool to
use. (Supporting References: [22, 47, 94, 110])

Learners need to determine whether the scenario is appropriate for using generative Al at the forefront. The United
Nations Educational, Scientific and Cultural Organization (UNESCO) provided a flow chart to help determine the safe
use of ChatGPT [110]: if users can not verify the accuracy of the output and correctness is critical, then it is unsafe
to use it. Universities have varying stances on using generative Al. Some are embracing it as an educational tool and
offering courses like “Facilitating Learning and Research with Generative AI” [82] while others consider submitting Al-
generated content in whole or in part generated with the use of generative as cheating [112]. Learners should consult
the institution’s policy and evaluate the context before using generative AL Different generative Al tools have distinct
capacities. Reference sheets listing key features, such as advantages, disadvantages, privacy policy, and trained data
of key generative Al tools can help learners select the proper tool for their best advantage [47, 94]. Learners should
consider institutional policies, the use contexts, and tool performance to decide whether they should use generative
AT and which generative Al tool to use.

Manuscript submitted to ACM
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e G2: Learners need to develop safe and effective prompting skills, ensuring user privacy while inter-
acting with efficiency. (Supporting References: [6, 50, 58, 59, 76, 81, 82, 102, 110])

How people prompt generative AL Existing research with users prompting LLMs reveals the users’ prompting char-
acteristics: (1) opportunistic but not systematic, (2) users have a tendency to over-generalize the responses, (3) users
hold the inappropriate mental model derived from human-to-human instructional experience [124]. For generative
image Al, similar research also witnessed users’ inappropriate mental models, including expecting generative image
Al to interpret prompts like humans, thus leading to failed iterations [65]. Apart from these two studies with adults, a
study with children further witnessed that children interact with chatbots as if they were interacting with people (e.g.,
asking “Are you a boy or girl?”) [11]. These all revealed the misconceptions and inappropriate prompting techniques
people hold towards generative Al highlighting the need for adequate prompting skills.

Effective prompting skills involve prompting generative models, like chatbots, with questions they are capable of

»

answering. A well-accepted framework is the CLEAR prompting guideline [62], which stands for “Concise”, “Logical”,
“Explicit”, “Adaptive” and “Reflective”. The guideline emphasizes not only crafting a single well-structured prompt
but also iteratively refining it based on the model’s output. The CLEAR guideline has been endorsed by university
libraries [58, 59]. In the context of text-to-image generative models, researchers have developed specialized guide-
lines [60]. Some products (e.g., Dall-E) have released their product-specific guidelines [25]. Prompting text-to-image
generators requires additional expertise, such as adjusting the parameters and seeds to achieve the desired results [121].
Beyond effectiveness, safety is a critical consideration. Librarians advise against inputting personal data [58] and rec-

ommend privacy-protected Al tools [84]. Those measures can help safeguard data privacy and increase effectiveness.

5 GUIDELINES FOR UNDERSTANDING INTERACTION WITH GENERATIVE Al

e G3:Generative Al has a limited context window, so users need to re-frame or repeat context as needed.
(Supporting References: [48, 49, 79, 124])

Generative AT’s limited context window is a significant challenge for large language models (LLMs) [48]. This lim-
itation causes Al to forget earlier inputs during long conversations and “struggle to maintain continuity within long
dialogs” [79]. Researchers are actively working to extend these context windows [29, 48], but this issue persists. Empir-
ical studies show that users who are unaware of this constraint often experience frustration [124]. This is a constraint
highlighted in the Generative Al Literacy Assessment Test (GLAT) [49]. To avoid frustration, users must recognize the
differences between interacting with generative Al and humans. This includes re-framing and repeating the context

as needed in order to maintain continuity in conversations.

o G4: Generative Al lacks social cognition but can demonstrate fake empathy and theory of mind. (Sup-
porting References: [24, 79, 97, 116, 126])

LLMs generate word sequences by deploying probabilistic methods to predict the next word. While these models
can simulate human-like responses, they lack the capacity for social cognition, including theory of mind (ToM). Even
when techniques are employed to make LLMs appear as though they possess ToM [126], this remains a superficial
imitation rather than a genuine understanding.

As defined by Premack, theory of mind refers to the ability to attribute mental states—such as beliefs, intentions,
and emotions—to oneself and others, and to use this understanding to predict behavior [92]. While Google’s LaMDA
reportedly passed a famous ToM assessment administered by Blaise Agiiera y Arcas [79], this result remains controver-

sial. An up-to-date pre-print with existing literature concluded that although new LLMs demonstrated advanced ToM
Manuscript submitted to ACM



6 Zhang & Magerko

abilities, they still rely on spurious correlations instead of solid understanding [97]. This highlights a lack of genuine
ToM abilities.

LLMs also fail to achieve shared mental state construction (SSM), a concept described in the International Encyclo-
pedia of the Social & Behavioral Sciences as the ability of team members to use shared knowledge to predict task needs
and anticipate others’ actions, enabling adaptive behavior [100]. Generative Al lacks the capacity for participatory
sense-making, which involves the dynamic generation and transformation of meaning through interaction [27], show-
ing a more general lack of understanding of social cognitive processes. Despite these shortcomings, people often turn
to Al for on-demand social validation [109], which can reinforce people’s existing biases and trap users in “bias bub-
bles” Moreover, LLMs can demonstrate fake empathy and increase the vulnerability of people interacting with LLMs,
as it creates an illusion of connection and understanding [24]. These limitations highlight LLMs’ broader inability to
engage in genuine social cognitive processes and warn users against projecting wrong mental models after witnessing

the human behaviors they demonstrate [89].

6 GUIDELINES FOR UNDERSTANDING GENERATIVE AI'S OUTPUT

o G5: Generative Al can output content that is harmful to people, so learners should treat the outputs

with caution and skepticism. (Supporting References: [39, 80, 81, 84, 110])

Despite the multilingual capabilities and superhuman fact-retrieval abilities demonstrated by large language mod-
els (LLMs), generative Al outputs are not infallible. It can produce harmful, inappropriate, deceptive, and misleading
content. For instance, there have been reports of teenagers and adults using chatbots-powered by generative Al-that
generated dangerous instructions, such as those leading to electric shocks [10] or misleading advice with severe ethical
implications, including instructions that could result in harming their guardians [80]. Additionally, generative Al has
led teenagers into emotionally and sexually abusive relationships, and caused fatal consequences for both minors [18]
and adults [106].

To mitigate these risks, some companies have adopted red-teaming practices before launching their generative Al
models, and shared related tools with developers building generative Al applications on their company platform [15,
70]. While these measures help assess and reduce the likelihood of generative Al producing harmful content, they can-
not entirely eliminate the risks. Even with such safeguards in place, learners must remain vigilant about the potential

for harmful outputs.

e G6: Generative Al can output misinformation and disinformation, so learners should critically con-
sume the results for correctness, especially in high-stakes contexts. (Supporting References: [49, 83, 90,
107, 111, 113, 115])

Differentiating from harmful contents—that emphasize non-false but damaging contents that can directly harm in-
dividuals or groups—-misinformation, and disinformation focus on “falsified facts” which are verifiable if users take the
time to validate their accuracy. This aligns with longstanding calls in academic literature for critical information liter-
acy [14] and critical media literacy [54], which emphasize equipping users with the skills to interrogate the authenticity
of content.

In some literature, it is called the hallucination effect [28]. However, this term is misleading. According to the Amer-
ican Psychology Association (APA), “hallucination” means “a false sensory perception that has a compelling sense of
reality despite the absence of an external stimulus” This deviates from the “seemingly true” but false information, “fac-
tually incorrect” and “fabricated information” that learners encounter with Al-generated content. Instead, the terms

Manuscript submitted to ACM



Generative Al Literacy 7

“misinformation” and “disinformation” are more appropriate. The APA defines misinformation as “false or inaccu-
rate information—getting the facts wrong,” and disinformation as “false information which is deliberately intended to
mislead-intentionally misstating the facts” [4]. As a widely used generative Al tool, ChatGPT has gained notoriety for
generating fabricated academic citations [2], misleading narratives [105], and misinformation like bogus case law [75].
These all pose significant challenges to people who use ChatGPT as a “search engine” without knowing those true lim-
itations. Learners should distinguish between low-stakes scenarios (e.g., using generative Al for inspiration or drafting
informal emails) and high-stakes scenarios (e.g., providing legal clauses for lawsuits). In high-stakes situations, regular
fact-checking is essential to mitigate risks. While Al-generated misinformation is not a new issue, the ease, speed,
and credibility with which generative AI can produce such content are unprecedented [125]. Due to the speed, re-
searchers have raised concerns that large language models (LLMs) could pollute our information ecosystems [67, 101],

exacerbating the spread of false information.

e G7: Generative Al can lack results explainability, so learners need to cross-check the information.

(Supporting References: [32, 49, 99, 119])

The lack of explainability in large language models (LLMs), rooted in the complex mathematical nature of deep
neural networks, renders their decision-making processes a “black box” to learners. As a result, learners must fact-
check important information generated by these systems. While tools like Deepseek (with web-search feature), as well
as academic tools such as Sourcely & and Elicit °, can provide sources for information, many generative models remain
opaque and lack transparency in their outputs.

Explainable AI (XAI) system aims to address this issue by making Al behaviors more intelligible to humans through
detailed explanations [43]. XAl is seen as critical for verifying information and providing traceable, investigable sources.
Existing XAI approaches include technically visualizing neural networks—the foundational building blocks of genera-
tive Al [123], and socially constructing situated XAI systems [32] with automated explanations [33]. However, these
methods still fall short of the true “explainability” found in human-to-human interactions, pushing the responsibility
on users to fact-check Al-generated results. Even if with systems that can provide evidence and explainability, learners
still need to check the linkage and the rationale between the provided source and the generative AI's output, ensuring
the provided explanations support the claims. To ensure best accuracy, users must compare Al outputs with
ground truth information. Specifically, university libraries recommend strategies like “lateral reading” [119], which
involves cross-referencing multiple sources to verify validity [96]. This approach can help mitigate the risks associated

with relying on opaque Al systems.

o G8: The innate bias in the generation dataset that can result in biased results, so learners need to

critically evaluate output for unmitigated bias. (Supporting References: [12, 13, 19, 37, 62, 81, 85, 93, 112])

Bender et al. provide a detailed analysis of the origins of bias in Al systems from a computational linguistics perspec-
tive. They highlight that bias stems from the datasets used to train these models, which often include biased information
from internet sources and a lack of media coverage for less-digitalized communities [12], etc. As a result, ChatGPT and
similar models can exhibit gender and racial bias [87], cultural and linguistic bias [94], and bias against individuals
with disabilities [40], etc. These biases prevent the models from providing fair and balanced feedback. While bias in

text generation can often be implicit, bias with text-to-image generators is explicit. For example, prompting an image

8Sourcely: https://www.sourcely.net/
“Elicit: https://elicit.com/
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Al with “Black African doctors providing care for white suffering children” has produced children who are invariably

black while doctors are white [31]. Learners should be aware of the bias and be critical of the generated results.

7 GUIDELINES FOR HIGH-LEVEL UNDERSTANDING OF GENERATIVE Al

¢ G9:Digital and non-digital content encountered in our daily lives can possibly be AI-generated. Learn-

ers need to critically evaluate how genuine media content is. (Supporting References: [16, 21, 45, 73, 125])

Existing generative Al literacy guidelines [13] emphasize the ability to distinguish Al-generated content as a key
competency. However, some argue that humans struggle to reliably identify such content [16, 72], and it is becoming an
increasingly more difficult task. Therefore, we propose that users should focus more on being aware of the existence
of Al-generated content and being critical of what they see rather than striving to distinguish that content. This
is particularly relevant in higher education, where Al-generated content detection tools are used despite their often
being unreliable and prone to bias. As a result, many institutions discourage the faculty and staff from using those
detectors [58, 81]. The rise of generative Al has also heightened the risks of fraud, scams, and impersonation crimes
through techniques like deepfaking [16, 45]. These techniques make it easier for malicious actors to deceive individuals
and organizations, underscoring the need for vigilance regarding the source of the content we consume.

While some organizations, including academic institutions [81] and companies [70] have taken steps to transpar-
ently disclose the use of generative Al, such responsible Al practices are not yet widespread. In everyday scenarios,
such as customer service, the role of generative Al often goes unacknowledged. It highlights the importance of users
remaining cautious and critical of the genuineness of content encountered in the wild. This also undermines the im-

portance of critical information and media literacy highlighted in Gé.

e G10: Learners need to understand how generative models “know” (and “don’t know”) concepts com-

pared to human knowing. (Supporting References: [21, 66, 73, 79])

Generative Al models are capable of “knowing” concepts and information, but not necessarily in the same way and
depth that humans do. LLMs’ being able to predict the word sequence does not necessarily mean they can engage
in thinking and reasoning [66, 118]. Knowledge can be grounded in a cognitive system in referential, sensorimotor,
relational, communicative, and epistemic ways [73]. But generative AI models-like LLMs-are typically trained with a
humongous dataset on the internet, thus only grounded in linguistic and symbolic ways. The phenomenon has been
captured in the famous “Chinese room argument” [20], which presents that they “do not have the ability to process
and understand the meaning in the way humans do” [21]. Generative Al for images operates based on visual data
formats, but none of the existing generative Al to date has sensorimotor grounding in tactiles and smells (e.g., LLMs
can provide step-by-step instructions on how to play violin, but they do not understand the true meaning of “press
the string against the fingerboard”). Understanding how a generative Al model “knows” things can be a critical skill

in influencing how one chooses, interacts with, and critically consumes these technologies.

e G11: Learners need to know there are hidden human labor, environmental, and broader profound

social impacts of generative Al (Supporting References: [9, 23, 26, 46, 50, 56, 76, 110, 117])

Generative Al models demand an immense amount of human labor behind the scenes, far beyond just computational
power. A vast support system is required to maintain and update these models, highlighting that their operation is not
magical but deeply reliant on human effort. As Crawford’s work Atlas of Al reveals, this hidden labor extends to
technologies like Amazon Echo, alongside significant environmental costs [23]. Beyond these concerns, researchers

have raised alarms about the potential for Al to reduce aesthetic diversity, as its inherent biases shape what it deems
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“beautiful” [67]. Moreover, the broader societal implications of generative Al are profound. It can undermine critical
thinking [53, 56], infringe copyright [46], homogenize collective creativity [5, 30], hold fake promise of creativity [17],
and exacerbate educational inequalities [50]. Generative Al is also reshaping the skills needed in the workplace [35, 69].
These issues underscore the importance of understanding the wider social impacts of AL Learners should be aware of

these consequences as they engage with and evaluate the role of generative Al in society.

e G12: The capabilities of generative Al evolve rapidly. Learners need to understand its up-to-date ca-

pabilities and limitations. (Supporting References: [42, 68, 78, 86])

The rapid evolution of generative Al means capabilities once deemed impossible can shift dramatically in short
timeframes—a phenomenon reminiscent of the pace of technological change in the 1990s. While historical parallels
offer context, today’s advancements are uniquely driven by frameworks like Moore’s Law, which continues to underpin
exponential growth in computing power and algorithmic efficiency [98]. We have also witnessed the inference cost
performing at GPT-3.5’s level dropped 280 times within two years [68]. Moreover, studies demonstrate measurable
progress: GPT-4 significantly outperformed GPT-3.5 in financial literacy tests [78]. Late 2024 marked a turning point as
models like ChatGPT and Bard gained web-search functionality [42, 86], enabling them to have up-to-date information.
This is a leap not yet universal across Al systems. Looking ahead, OpenAI’s 2025 announcement of its artificial general
intelligence (AGI) vision underscores the accelerating and unpredictable trajectory of generative Al [64]. To navigate
the uncertainty, learners should update their knowledge of AI’s capabilities and limitations, as they are often temporary,

not absolute.

8 DISCUSSION

A review of Al literacy constructs over the past five years [3] reveals that Al literacy guidelines are continually evolv-
ing, as are the learning interventions designed by educators. With the unprecedented rise of generative Al, however,
it exhibits characteristics that differ significantly from those depicted in existing Al literacy frameworks. This discrep-
ancy highlights the need for updated guidelines that address the unique learning challenges of generative Al As we
search for current generative Al policies in university guidelines [59, 81, 82, 112], and government documents [21, 110],
we found these efforts do not fully cover the scope of broader learning objectives and considerations. This gap under-
scores the need for a more comprehensive framework to guide learners in developing generative Al literacy. As we
track the literature we reviewed forming these 12 guidelines, we also witnessed a disproportionate coverage of each
guideline item in reviewed literature, with guideline items G2: safe and effective prompting, G6: misinformation and
disinformation, G8: innate bias with generation results, and G11: broader social impact, covered in more literature than
other guideline items. It further underscores the need for a holistic and comprehensive framework to define generative
Al literacy. In the guideline, we intentionally omitted understanding the working mechanisms of generative Al as such
technical information is unlikely to enhance everyday learners’ ability to interact with generative AL

Our work aims to construct a holistic guideline that serves as a starting point for fostering future discussions and
learning interventions on generative Al literacy. Unlike the more established Al literacy competencies [63, 77], gen-
erative Al is a relatively new and rapidly evolving field [38], making it challenging to create an all-encompassing
framework. In the meantime, we need to incorporate timely grey literature to complement the lengthy academic peer-
review process. This approach allowed us to capture the rapidly evolving characteristics of generative Al Nevertheless,
we hope our guidelines will provide a more solid foundation for addressing the learning objectives of generative Al
users. While there have been notable efforts in defining generative Al literacy [6], developing generative Al literacy
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assessment tests [49], and designing workshops [102], there is still a need for more comprehensive and robust learning
materials. Future learning interventions could incorporate design considerations [63] to help learners interact with
generative Al effectively, responsibly, and critically. Given the fast-paced evolution of generative Al, learning interven-

tions need to be updated with the latest challenges that learners face.
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